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Analysis Tool of MPLS 

and SR Networks!



Great time to be a 
researcher! 

Rhone and Arve Rivers, 
Switzerland

Credits: George 
Varghese. 

Communication networks:

Å Critical infrastructure: stringent 
dependabilityrequirements

Å Opportunities(e.g., flexibility) 
and challenges(complexity)

Å Impossibleto addressmanually

A casefor automation and formal 
methods? 



Part 1: Complexity
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Motivation 1: Complexity and Human Errors

We discovered a misconfiguration on this pair of switches that caused what's called a
άbridge loopέ ƛƴ ǘƘŜ ƴŜǘǿƻǊƪΦ

! ƴŜǘǿƻǊƪ ŎƘŀƴƎŜ ǿŀǎ ώΧϐ executed incorrectly ώΧϐ ƳƻǊŜ άǎǘǳŎƪέ ǾƻƭǳƳŜǎ 
and added more requests to the re-mirroring storm.

Service outage was due to a series of internal network events that corrupted 
router data tables.

Experienced a network connectivity issue ώΧϐ interrupted the airline's 
flight departures, airport processing and reservations systems

Credits: Nate Foster

Datacenter, enterprise, carrier networks: mission-critical infrastructures.
But even techsavvycompanies struggle to provide reliable operations.
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Example: KeepingTrack of (Flexible) 
RoutesUnderFailures

Example: BGP in 
Datacenter (!)

Credits: Beckett et al. (SIGCOMM 2016): Bridging Network-
wide ObjectivesandDevice-level Configurations. 3
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Cluster with services that 
should be globally reachable.

Cluster with services that should
be accessible only internally.

Example: KeepingTrack of (Flexible) 
RoutesUnderFailures
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Example: BGP in 
Datacenter (!)



Example: KeepingTrack of (Flexible) 
RoutesUnderFailures

Example: BGP in 
Datacenter
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Internet
X and Y announceto 
Internet what is from 

G* (prefix).

X and Y blockwhat is 
from P*.

Credits: Beckett et al. (SIGCOMM 2016): Bridging Network-
wide ObjectivesandDevice-level Configurations.
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Example: KeepingTrack of (Flexible) 
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Example: KeepingTrack of (Flexible) 
RoutesUnderFailures

Example: BGP in 
Datacenter
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Internet what is from 

G* (prefix).

X and Y blockwhat is 
from P*.

Credits: Beckett et al. (SIGCOMM 2016): Bridging Network-
wide ObjectivesandDevice-level Configurations.

G1 G2

C

A

D

B

X Y

P1 P2

G

E

H

F

If link (G,X) fails and traffic from G is rerouted via Y 
and C to X: X announces (does not block) G and H 

as it comes from C. (Note: BGP.)
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The Case for Automation!
Role of Formal Methods?

Managing Complex Networks is 
Hard for Humans

Efficiency?!



Example: MPLS Networks

Default routing of
two flows

Å MPLS: forwardingbasedon top labelof labelstack

v1 v2 v3 v4

v5 v6 v7 v8
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Default routing of
two flows

Å MPLS: forwardingbasedon top labelof labelstack

v1 v2 v3 v4

v5 v6 v7 v8

flow 1

flow 2

Example: MPLS Networks
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Default routing of
two flows

Å MPLS: forwarding based on top labelof label stack
push swap swap pop

pop

Example: MPLS Networks
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Å For failover: pushand pop label

If (v2,v3) failed, 
push 30 and 

forward to v6.
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Å For failover: pushand pop label

If (v2,v3) failed, 
push 30 and 

forward to v6.
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What about multiple link failures?
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2 Failures: Push Recursively
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2 Failures: Push Recursively

Two failures: 
first push 30: route 

around(v2,v3)

Push recursively40: 
route around(v2,v6)

But masking links one-by-
one can be inefficient: 

(v7,v3,v8) could be shortcut 
to (v7,v8). 
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2 Failures: Push Recursively

Two failures: 
first push 30: route 

around(v2,v3)

Push recursively40: 
route around(v2,v6)

But masking links one-by-
one can be inefficient: 

(v7,v3,v8) could be shortcut 
to (v7,v8). 

More efficient but also more complex:
Cisco does not recommend using this option!

Also note: due to push, header size 
may grow arbitrarily!
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Failover Tables

Flow Table

Protected 
link Alternative 

link
Label

ForwardingTablesfor OurExample

Version which does not 
mask links individually!
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MPLS Tunnels in 
¢ƻŘŀȅΨǎISP Networks
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Responsibilitiesof a Sysadmin

Sysadminresponsiblefor:

Å Reachability: Can traffic from ingress
port A reachegressport B?

Å Loop-freedom: Are the routesimplied
by the forwardingrulesloop-free?

Å Non-reachability: Isit ensuredthat
traffic originatingfrom A never
reachesB?

Å Waypointensurance: Isit ensured
that traffic from A to B isalways
routed via a nodeC (e.g., a firewall)?

A

B

C

Routers and switches store
list of forwarding rules, and 
conditional failover rules.
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Responsibilitiesof a Sysadmin

Sysadminresponsiblefor:
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Responsibilitiesof a Sysadmin

Sysadminresponsiblefor:

Å Reachability: Can traffic from ingress
port A reachegressport B?

Å Loop-freedom: Are the routesimplied
by the forwardingrulesloop-free?
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Responsibilitiesof a Sysadmin

Sysadminresponsiblefor:

Å Reachability: Can traffic from ingress
port A reachegressport B?

Å Loop-freedom: Are the routesimplied
by the forwardingrulesloop-free?

Å Policy: Isit ensuredthat traffic from A 
to B nevergoesvia C?

Å Waypointensurance: Isit ensured
that traffic from A to B isalways
routed via a nodeC (e.g., a firewall)?
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Policyok?

E.g. NORDUnet: no traffic via 
Iceland (expensive!).
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E.g. IDS
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Responsibilitiesof a Sysadmin

Sysadminresponsiblefor:

Å Reachability: Can traffic from ingress
port A reachegressport B?

Å Loop-freedom: Are the routesimplied
by the forwardingrulesloop-free?

Å Policy: Isit ensuredthat traffic from A 
to B nevergoesvia C?

Å Waypointenforcement: Isit ensured
that traffic from A to B isalways
routed via a nodeC (e.g., intrusion
detectionsystemor a firewall)?

A

B

C

E.g. IDS

Χ ŀƴŘ everythingevenundermultiple failures?!

k failures= 
ὲ
Ὧ

possibilities
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So what formal methods offer here?

A lot! Automated What-if 
Analysis Tool for MPLS and SR in 

polynomial time.
(INFOCOM 2018, CoNEXT2018)



MPLS configurations, 
Segment Routing etc.

PushdownAutomaton
andPrefix Rewriting 

Systems Theory

Compilation

Interpretation

pX�� qXX
pX���� qYX
qY���� rYY

rY���� r
rX ���� pX

What if...?!

LeveragingAutomata-TheoreticApproach
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